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Automatic Knee Cartilage Segmentation Using Fully Volumetric Convolutional Neural Networks for Evaluation of Osteoarthritis
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Samsung R&D Institute India Bangalore Pvt. Ltd., Bangalore, Karnataka, India

Abstract

Automated cartilage segmentation is essential for improving the performance of advanced knee osteoarthritis (OA) assessment due to its convoluted 3D structure. In this paper, we have developed a knee cartilage segmentation algorithm from a high resolution MR volume using a novel 3D-fully Convolutional Neural Network (CNN), called ‘µ-Net’ coupled with a multi-class loss function. This is, to our knowledge, the first automatic cartilage segmentation method using 3D CNNs. The proposed algorithm performed better than the state-of-the-art algorithm in the MICCAI SKII10 public challenge. We have further applied our proposed algorithm on another similar MR contrast (DESS) provided by Osteoarthritis Initiative (OAI) for OA assessment and have presented improved segmentation accuracies. Initial qualitative assessment of segmentation results visually depicts cartilage loss in longitudinal knee MR data.
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1. Introduction

Knee osteoarthritis (OA) is leading cause of global disability [1, 2]. The lifetime risk of developing knee OA is 40% and 47% in men and women, respectively. The risk rises to 60% for those with BMI > 30 [1]. Mechanical wear & tear and, biochemical changes in knee cartilage are the primary cause of OA [3]. Current clinical protocol, detects OA post mechanical damage when it is irreversible. Recent studies have shown that knee OA is reversible if detected at an early stage of biochemical changes in knee cartilage [4]. Therefore, joint analysis of mechanical wear & tear and biochemical changes in knee cartilage is warranted for advancement in the management of knee OA.

Quantitative MRI techniques such as T2 and T1p mapping have been shown as potential biomarkers for biochemical changes in cartilage for early detection of OA [5]. Biomarkers for cartilage measurement such as its volume, thickness and surface area are used in clinical practice to assess OA progression [6]. Computations of these biomarkers are sensitive to the accurate cartilage segmentation especially when cartilage loss is tracked over time.

Manual segmentation of cartilage is laborious (average 118/156 min per subject [7]) and subjective because of its thin, elongated and curved structure which spans into several slices. Various methods have been proposed for automatic segmentation of cartilage. These include learning based classifiers using hand crafted features and non-learning based approaches that rely on a statistical distribution of intensity or shape such as Active Shape/Appearance Models, atlas based methods, level sets and graph cuts [8]. In 2010, SKII10 challenge has been held to objectively compare algorithms for knee segmentation on a standardized test bed of 100 MR T1w/T2w volumes with Imorphics being the winner [8, 9] at the time of writing this manuscript. Deep learning based techniques have recently been shown to achieve superior performance in various segmentation tasks [10]. However, due to the memory limitations and long training time tri-planar 2D-CNNs have been used for 3D cartilage segmentation [11]. Recently fully volumetric 3D CNNs with a V-Net architecture and a two class DICE loss function was deployed for segmentation of the prostate [12].

The Osteoarthritis Initiative (OAI) provides multicenter, longitudinal, prospective observational study to promote research in the management of knee osteoarthritis [13]. Annotated 176 DESS MR volumes are also provided for the development of cartilage segmentation algorithms.

In this manuscript we have developed a 3D-fully CNN network; ‘µ-Net’ because its shape resembles the Greek character, µ. µ-Net employs auxiliary classifiers for deep supervision [14], residual links [15] and fully volumetric CNNs [12] along with a multi-class DICE loss function. Segmentation results from µ-Net were compared on MR T1w volumes from SKII10 challenge [8]. A segmentation result of µ-Net on OAI’s MR DESS was also evaluated [13]. Initial qualitative clinical utility assessment was done on OAI dataset.

2. Materials and Methods

2.1. Network Architecture: µ-Net
Fig 1: μ-Net used for cartilage segmentation

Fig. 1 shows the network architecture of μ-Net. Inspired by the standard U-Net [16, 17], it has an analysis and a synthesis path each with four resolution steps. In the analysis path, each resolution step contains two 3x3x3 convolutions, followed by a parametric rectified linear unit (PReLU), and a 2x2x2 convolution with strides of two for down-sampling. While in the synthesis path, each resolution step consists of two 3x3x3 convolutions, followed by a PReLU and a deconvolution of 2x2x2 with strides of two for up-sampling.

Short-skip and long-skip connections follow element wise addition operation to carry out the flow of information within the network. Short-skip connections are added within each resolution of the analysis and synthesis path to eliminate the problem of vanishing gradients [15]. Long-skip connections are added across the layers of equal resolution from the analysis to synthesis path enabling high-resolution feature flow in the network [16].

The information lost during down-sampling was avoided by feeding the input in analysis path. It is fed using concatenation operation at each resolution, and the resolution of input is reduced by half using a 2x2x2 convolution with strides of two. Loss layers are added at each step in the synthesis part of the network which acts as an auxiliary classifier, providing a form of deep supervision [14]. All resolution steps in the synthesis path are first up-sampled using deconvolution to the native input resolution, followed by a 1x1x1 convolution that reduces the number of output channels to number of labels and are fed to the auxiliary classifier. The feed from all the auxiliary classifiers is added to a main classifier which controls the learning rate of different auxiliary classifiers as a function of iterations.

Dice loss [11] is modified to accommodate for multiple labels to generate a multi-class (3 for SKI10 and 7 for OAI), N, segmentation. Modified Dice loss, D_k at kth resolution, for auxiliary loss layer (shown as green in Fig 1) is given by,

\[ D_k = \frac{2 \sum_i^N p_i g_i - \sum_i^N \partial p_i \cdot \partial g_i}{\sum_i^N p_i^2 + \sum_i^N g_i^2} = \frac{2 \sum_i^N \left( \sum_i^N p_i g_i - 2p_i \sum_i^N p_i g_i \right)}{\left( \sum_i^N p_i^2 + \sum_i^N g_i^2 \right)^2} \]

with D_k being highest resolution, p_i and g_i are probability map and ground truth for i-th label, respectively. Loss, D, for main loss layer (shown as red in Fig 1) is given by,

\[ D = \sum_{k=1}^{\text{total iteration}} (\alpha_k D_k) + \beta D_k \]

Weights, \( \alpha_k \), are updated with each iteration and weight \( \beta \) for final resolution is designed to make sure that overall dice loss never exceeds 1. In this manuscript, starting weights, \( \alpha_k \) and \( \beta \) are initialized to 0.25 in first iteration.

2.2. Data and Labels

SKI10 challenge [8] data was used for the comparison of segmentation from μ-net with the state-of-the-art technique. It contained 100 3D MR volumes acquired in a multi-site, multi-vendor and multi field-strength setting. T1w or T2w MR volumes were acquired in sagittal acquisitions; with an in-plane resolution of 0.4mm and slice thickness of 1mm. Reference labels of the femoral and tibial cartilage along with respective bones were also provided. Only femoral and tibial cartilage labels were used in this manuscript. Additionally, labels for load bearing regions of tibial and femoral cartilages were provided for evaluation. 80 MR volumes were used for training and 20 were used for testing.

OAI data was used for further validation of the segmentation algorithm to access its use in future clinical studies. OAI data consisted of 176 knee 3D MR volumes (88 patients, one baseline scan and one 12-month follow-up scan) along with reference annotations for 6 structures (femoral cartilage, left and right tibial cartilage, left and right menisci and patellar cartilage). 3D Double Echo Steady State (3D-DESS) MR volumes were acquired in sagittal acquisitions with 160 slices, 0.7mm slice thickness, water excitation for fat suppression, FOV 140x140mm, in-plane acquisition resolution 0.365x0.456mm, TE/TR=4.7/16.3msec, slice partial-Fourier factor 0.75. 140 MR volumes were used for training and 35 were used for testing.
Table 1: Comparison of results (mean ± standard deviation along with 95% CI) on MICCAI datasets with Imorphics [9]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Femoral Cartilage</td>
<td>0.834 ± 0.011 (0.811, 0.856)</td>
<td>0.218 ± 0.023 (0.173, 0.264)</td>
<td>28.302 ± 1.583 (25.198, 31.404)</td>
<td>36.3 ± 5.3 (0.641, 24.368)</td>
</tr>
<tr>
<td>Tibial Cartilage</td>
<td>0.825 ± 0.010 (0.806, 0.844)</td>
<td>0.226 ± 0.011 (0.204, 0.247)</td>
<td>29.461 ± 1.406 (26.704, 32.216)</td>
<td>34.6 ± 7.9 (-0.199, 33.796)</td>
</tr>
</tbody>
</table>

2.3 Training and testing

μ-net is trained independently for the SKI10 and the OAI data. No pre-/post-processing apart from down/up-sampling is done. All the volumes and reference labels are re-sampled to 128×128×64 voxels corresponding to a voxel-spacing of 1×1×1.5mm³ and fed to the network due to memory limitation of the GPU during training.

Original training dataset was augmented to make the model more robust to new testing datasets. Data augmentation was performed by using random non-linear deformations in space and intensity [12]. Deformation in space was done using a dense deformation field obtained through a 2×2×2 grid of control-points and a B-spline interpolation. Deformation in intensity distribution of the data was done by using histogram matching.

The auxiliary classifiers and lateral up-sampling which were added in the network during training were removed at the time of testing, as these layers and classifiers were used to add additional supervision in the network training for increased accuracy. The output of the last convolutional layer, which has the same resolution as that of input to the network, is passed through a soft-max layer. The Soft-max layer generates a probability map for the background and the N structures (7 for the OAI model and 3 for the SKI10 model) at each voxel in the image. Each of these probability maps are resampled to the original MR image resolution to mitigate the impact of lower resolution images at the input of the network. The voxels are assigned to the class with the maximum probability to generate a multi-label segmentation map.

2.4 Computation time

Training took ~2 days on a Linux machine with Nvidia Tesla K80. During testing, the full pipeline took ~5secs on a, Dell-7910 Xeon 24-2.5GHz with 64GB RAM, Nvidia Tesla K40c, Windows 7 machine while the network execution stage took ~3secs. A modified version of the Caffe library [12] (modified to support 3D fully volumetric CNNs) was used for the entire operation.

3. RESULTS

Evaluation was carried out using 5-fold cross validation (CV). Four metrics, identical to [8] were computed. These are the Dice Score, Volume Overlap Error (VOE), Volume Difference (VD) and Average Hausdorff Distance (Avg. HD),

\[
\text{Dice Score} = \frac{2|S_T \cap S_R|}{|S_T| + |S_R|}, \quad \text{VOE} = \frac{1 - |S_T \cap S_R|}{|S_T|}, \quad \text{VD} = \frac{|S_T \cap S_R|}{|S_R|} \times 100.
\]

Table 1 shows values of metrics with their respective standard deviation and 95% confidence interval (CI) calculated within the prescribed ROI for the SKI10 data following a 5-fold CV. μ-net showed improved VOE and, over- compared to under-estimation of volume when compared with the Imorphics [9]. Concurrent to this submission, we are also submitting our results on the testing database to the SKI10 challenge for evaluation by the organizers.

Table 2 shows these metrics along with 95% CI for 6 structures on the OAI data following a 5-fold CV. We have obtained an average Dice score of 0.849 for femoral, 0.832 for tibial and 0.785 for patellar cartilages. The Dice score for patellar cartilage was less due to absence of ground truth in few highly progressed OA cases owing to complete loss in morphology. In OAI data each of the 88 patient contribute two MR volumes (~1 year apart) which can independently fall in testing and training dataset may introduce some bias in the estimated error metrics.

Typical mid-sagittal slice of the OAI data (Fig 2(a)) with overlaid segmentation labels (Fig 2(b)) is shown in Fig 2. Over (red), under (green) and overlap (yellow) in segmented cartilage w.r.t. ground truth is shown in Fig. 2(c).

A mid-sagittal slice of the OAI data with an osteophyte (yellow arrow) at baseline and 16-months follow up is shown in Fig 3. On comparing the longitudinal data, a slight depletion of cartilage is observed in the MR slices as well as

Table 2: Metrics for on the OAI DESS studies for the six structures and background along with 95% CIs.
in the segmentation results. Thus, highlighting the potential clinical utility of the proposed algorithm.

4. CONCLUSION

In this manuscript, we have presented μ-net, first (to the best of our knowledge) 3D-CNN for cartilage segmentation.

We have shown that μ-net performed better than the current state of the art in clinically acceptable runtimes. Our Dice score measure varies from 78.5% to 85.7% for various cartilage surfaces for an input resolution of 1×1×1.5mm³. These Dice score are close to the reported mean inter-observer reproducibility of 87.7% [7]. With the increasing availability of datasets, computational resources, advances in cartilage mapping techniques such as T2, T1ρ, we believe that the proposed methods will have improved accuracy and enable automatic quantitative evaluation of knee cartilage morphology for the adoption of the quantitative MRI techniques for OA in routine clinical practice.
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